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The R&D and productivity relationship of Korean listed firms
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Abstract This study analyzes the relationship between

R&D investment and the productivity of Korean R&D-

engaged firms. An interdependent chain of equations

including the propensity to invest, R&D investment and

productivity are estimated in a multi-step procedure

accounting for selectivity and simultaneity biases. Using

Korean firm level panel data of listed firms from 1986 to

2002, we find four main empirical results. First, there is a

two-way causal relationship between R&D investment and

productivity for Korean listed firms. Second, Chaebol firms

were associated with lower R&D growth as well as lower

labor productivity growth in comparison to non-Chaebol

firms. Third, there was a substantial reduction in growth

rates both in R&D investment and labor productivity in

1997-1998, immediately following the Asian financial

crisis. Fourth, considering the positive feedback effect

from productivity growth to R&D growth, a decrease in

R&D investment growth after the Asian financial crisis

should have been harmful by further decreasing produc-

tivity growth.
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1 Introduction

South Korea has achieved dramatic improvements in its

technological capability over the last three decades.1 R&D

investment, an important indicator of investment in tech-

nology, has also grown rapidly and steadily since the mid-

1990s. According to some R&D-based growth models

(Jones 1995; Romer 1990; Grossman and Helpman 1991a,

b; Aghion and Howitt 1992, 2009), technological change is

critical for economic growth, with much of the change

deriving from the R&D efforts of profit-maximizing

agents.2 From a long-term perspective, it is difficult to

refute the fact that R&D investment is a key factor in

determining the level of knowledge of an economy that can

shift the steady-state growth equilibrium upwards. In short,

R&D investment is an important factor in determining

long-term productivity and growth rates. Korea is no

exception, and the improvement in its R&D capability has

been an important driving factor of the country’s economic

growth over the past few decades.

Over the past half-century, South Korea has undergone

rapid economic growth and development. In 1962 it was an

unremarkable low-income country with a nominal per capita

GNI of $110. By 1996, just before the Asian financial crisis,

Korea’s per capita GNI exceeded $12,000 and in 2007 it was

almost $20,000.3 Key factors thought to have been crucial

for such rapid development include cheap, disciplined
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labour, education, an effective government-led industriali-

zation policy and an aggressive export-oriented economic

policy. Enormous effort by both government and private

firms to build up the country’s scientific and technological

capacities could be considered one of the key factors in

realizing the vision of Korean growth and development. The

essence of Korea’s remarkable economic growth lies in the

increase in its stock of useful knowledge and continuous

innovation efforts.

However, some commentators are pessimistic about

Korea’s government-led industrialization policy, pointing

out its strong interventionist nature. Korea’s government-

led economic management system has been the target of

criticism, and recently has even been blamed as one of the

main factors that contributed to the Asian financial crisis in

1997. The relatively rapid recovery from the Asian finan-

cial crisis and current global economic crisis are strong

indications of the effectiveness of the Korean government

in crisis management. In carrying out the country’s

industrial policy, the Korean government selected key

industries to nurture, creating entry and exit barriers to

protect and support them, as well as providing them with

financial and tax benefits. Chaebols enjoyed an enormous

advantage from such support.4 Arguably, the Chaebols,

must also have been related closely to policies that were

aimed at building up technological capability.

In fact, until the 1980s, R&D activities in the private

sector were carried out within larger-sized firms, mostly

Chaebols. Although small- and medium-sized enterprises

(SMEs) began strengthening their R&D efforts in the

1990s, the core of private sector R&D remained with large-

sized firms or Chaebols, at least until 1997. Recent

empirical results (Oh et al. 2008, 2009) show evidence of

size/conglomerate membership effects on productivity

growth. Thus, when discussing Korea’s technology-based

industrial policies, the performance of Chaebols and their

contributions, both good and bad, cannot be avoided.

Throughout this paper, by assuming that R&D is an

important contributor to both economic growth at the

aggregate level and productivity at the firm level, the dif-

ference between Chaebol and non-Chaebol firms will be

examined.

This study empirically examines the relationship

between R&D investment and productivity at the firm

level. In examining the R&D and productivity relationship,

important characteristics of Korean firms such as whether

they are categorized as Chaebol or non-Chaebol, whether

they were affected by the Asian financial crisis, and whe-

ther they are a large or small sized firm will be carefully

taken into consideration. Methodologically, an interde-

pendent chain of equations, including the propensity to

invest in R&D, R&D investment, and productivity will be

specified. To carry out the empirical analysis of the inter-

dependent chain of equations, a multi-step procedure is

used to take care of selectivity and simultaneity biases.

First, the propensity towards R&D investments and the

R&D investment intensity equations are specified and

estimated by the Heckman 2-step method. This step of

analysis helps determine the probability of engaging in

R&D activities and the intensity of investment in R&D.

Second, the relationship between R&D investments and

productivity is specified as a system of equations and

estimated by an instrumental 2SLS approach and 3SLS

method. In this step of the analysis, we control for both

sources of potential biases (sample selection and simulta-

neity equation bias). The empirical analysis is based on

Korean firm level panel data of listed firms from 1986 to

2002.

The rest of this paper is organized as follows: Sect. 2

provides a background for R&D activities of Korean listed

firms, which is followed by a literature review in Sect. 3.

The empirical model is specified in Sect. 4. In Sect. 5, the

estimation method is presented, followed by the data and

variable descriptions in Sect. 6. Section 7 presents the

analysis of the results. In Sect. 8, guidelines for future

research are discussed. Section 9 concludes this study.

2 R&D activities of Korean listed firms

In the immediate aftermath of the 1997 Asian financial

crisis, the amount of R&D investment declined drastically.

The nominal R&D expenditure, which stood at 1218.6

billion won in 1997, had declined to 1,133.7 billion won in

1998. This decline was magnified by the drastic deprecia-

tion of the won. However, the impact of the Asian financial

crisis on R&D investment seems to have been only
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Fig. 1 R&D investment and its trend, Korea 1960–2002

4 According to the definition by the Korean Fair Trade Commission

(KFTC), a chaebol or business group refers to a group of companies 
that holds more than 30% of its shares owned by some particular 
individual or by companies governed by those individuals. Since 
1987, the KFTC has identified and listed business groups each year.



temporary with an increase in R&D investment in

1999–1,192.2 billion won. (See Fig. 1 for Korea’s R&D

investment trend).

The size of the reduction in R&D investment also

differed between government and private sources. (See

Figs. 2 and 3 for R&D investment and its change by

sources). Table 1 provides information on government and

private R&D expenditures from 1980 to 2001, such as the

contributions of each sector and their growth rates. Gov-

ernment R&D expenditures in 1997 and 1998 were 285.1

and 305.2 billion won respectively, which indicates that the

government did not reduce its level of R&D expenditures

as a result of the Asian financial crisis, although growth

seemed to be slowing down. On the other hand, R&D

expenditures by the private sector in 1997 and 1998 were

933.5 and 828.5 billion won, respectively, over an 11%

decrease. In terms of real values, the decrease in private

R&D expenditures in 1998 becomes much more pro-

nounced, falling almost 15%. In addition, government

R&D expenditures also decreased approximately 11% in

real terms, even though in nominal terms it remained more

or less the same (see Table 1 for details). Since it is real

growth and not nominal growth in R&D investment that

affects productivity, and given that there was a significant

reduction in real R&D investment, an important question

arises—whether such a significant reduction resulted in a

productivity decline in the post-crisis era or whether such

an impact was only transitory.

If the growth of technological capability has, in fact,

been an important determinant of Korea’s growth spurt in

the past decades, a significant and rapid decrease in R&D

investment or a slowdown in R&D growth may be harmful

for the economy. Shin (2004) reported that Korea’s GDP

growth rate slowed down rapidly after the 1997 financial

crisis, and such a slowdown has been attributed to the

reduction in R&D investment, especially in the private

sector.

However, one of the most notable changes in R&D

activities in Korea, especially in the private sector, derives

from major corporate restructuring of large business

groups. Since the 1980s, R&D activities in the private

sector were led largely by the large-sized firms. Although

SMEs had started to strengthen their R&D efforts in the

1990s by founding research institutes and expanding R&D

expenditures, the core of the private R&D was still the

large-sized firm, at least until the 1997 Asian financial

crisis. For example, in 1997, of the total R&D investment

from 2,500 private firms, the top 20 firms accounted for

60% of the total investment. This proportion decreased to

55% in 2000, but it still remained significant. The drop,

however, can be attributed to the restructuring of large-

sized firms as they cut back on R&D investment or the

number of R&D staff in response to the crisis. In contrast,

R&D activities by SME firms have increased significantly.

R&D investments by SMEs in 2000 almost doubled com-

pared to the number of R&D investments in 1997, while

the increase in R&D investment by large-sized firms

remained at about 3% for the two periods. The same pat-

tern of contrast between SMEs and large-sized firms is

noted in Oh et al. (2008, 2009), Kang and Heshmati (2008)

and in a number of Research Papers (for details, refer to

Seo (2002)).

Seo (2002) provides a summary of the R&D activities of

Korean manufacturing firms that hired at least five

employees according to industry-based data for the year

2000. He reported that there were a total of 94,940 Korean

manufacturing firms in 2000. The number of firms with

fewer than 19 employees, which was the largest proportion

of firms, was approximately 20,000. In contrast, only 155

firms had employees over 1,000. 2,908 of the total 94,940

manufacturing firms, a mere 3%, engaged in R&D activi-

ties. In particular, among those with fewer than 19

employees, only 548 firms, or less than 1%, were engaged

in R&D activities. As employment size increased, the

proportion of R&D-active firms also increased, with 55%

of firms with 300–499 employees, 78% of firms with

500–999 employees, and 95% of firms with over 1,000

employees engaged in R&D activities. Note, however, that

the sample of this study is restricted only to listed firms,

and hence a large proportion of firms, approximately 80%,

are engaged in R&D activities. Also, approximately 80%

are large-sized firms.

One common measure of R&D (for the purpose of

comparing R&D sizes) is R&D intensity. In earlier litera-

ture, firm size and market structure have been commonly

viewed as determining factors of R&D intensity. Accord-

ing to Galbraith (1957) and Demsetz (1969), large-sized

firms may be less vulnerable to risks associated with R&D

investment and are more likely to use technological inno-

vations as a means of protecting monopoly profits. Fur-

thermore, large firms tend to use technological knowledge

gained from technological innovations as a means of
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Table 1 R&D investment in Korea, its distribution and growth rate, 1980–2001, 11,596 observations, unit: 10 billion Won

R&D investment Contribution R&D investment growth*

Government Private Total Government Private Government Private Total

1980 1.80 1.03 2.83 63.70 36.30 – – –

1981 2.02 1.65 3.67 55.00 45.00 -4.40 37.60 10.90

1982 2.64 2.69 5.33 49.60 50.40 23.70 53.50 37.10

1983 2.31 4.51 6.82 33.90 66.10 -17.60 58.10 20.60

1984 2.52 6.56 9.07 27.70 72.30 2.70 37.20 25.50

1985 3.07 9.30 12.37 24.80 75.20 15.80 34.70 29.50

1986 3.74 12.33 16.07 23.30 76.70 16.00 26.00 23.50

1987 4.90 14.95 19.85 24.70 75.30 24.30 15.10 17.20

1988 5.23 19.31 24.54 21.30 78.70 -1.50 19.20 14.10

1989 5.75 22.42 28.17 20.40 79.60 3.10 8.80 7.60

1990 6.51 26.99 33.50 19.40 80.60 3.00 9.50 8.20

1991 8.16 33.43 41.58 19.60 80.40 12.50 11.20 11.50

1992 8.79 41.11 49.89 17.60 82.40 -0.40 13.70 10.90

1993 10.39 51.14 61.53 16.90 83.10 11.00 16.70 15.70

1994 12.60 66.35 78.95 16.00 84.00 12.50 20.30 19.00

1995 17.81 76.60 94.41 18.90 81.10 31.90 7.70 11.60

1996 23.98 84.80 108.78 22.00 78.00 29.50 6.50 10.90

1997 28.51 93.35 121.86 23.40 76.60 15.90 7.30 9.20

1998 30.52 82.85 113.37 26.90 73.10 2.50 -15.00 10.90

1999 32.03 87.19 119.22 26.90 73.10 6.80 7.10 7.00

2000 34.52 103.97 138.49 24.90 75.10 9.40 21.00 17.90

2001 41.87 119.23 161.11 26.00 74.00 18.10 11.70 13.30

1981–1989 – – – 26.40 73.60 6.90 32.30 20.70

1990–2001 – – – 21.50 78.50 12.70 9.80 10.40

1981–2001 – – – 25.70 74.30 10.20 19.40 14.80

* Real growth rate is calculated after being deflated by using GDP deflator

Survey on research and development activities for science and technology, Ministry of Science and Technology 2002



protecting themselves from imitation by other firms. On the

other hand, Williamson (1965), Arrow (1974), and Buxton

(1985) suggest that as a result of inefficiency associated

with monopolistic markets, the innovation process of a

monopolist is less active than in competitive firms and that

the competitive market structure encourages firms to

engage more actively in technological innovations. Some

argue that SMEs are more likely to engage in innovations

rather than large-sized firms because SMEs are more effi-

cient and faster in decision-making given their simpler and

more flexible management structure.

3 Literature review

3.1 R&D and productivity

The idea of how R&D efforts influence productivity levels

of firms has received much attention since the pioneering

work by Griliches (1979). He later analyzed the data set

(the NSF-Census match) containing information on R&D

expenditures, sales, employment and other details for

approximately 1,000 of the largest manufacturing firms in

the US during 1957–1977 (Griliches 1985, 1986). The

estimation was conducted in the standard production

function framework, augmented by the addition of R&D,

capital, and mixed variables.

The findings from his study suggest that R&D continued

to contribute to productivity growth in US manufacturing

in the 1970s. For a comprehensive survey on a wide range

of theoretical and econometric issues dealing with R&D,

one can refer to Griliches (1995). Another important piece

of work in this area is Griliches and Mairesse (1984),

where they estimate an R&D-augmented production func-

tion, both in terms of levels and differences, using panel

data of 133 large US firms from 1966 to 1977. They find a

strong R&D productivity link in the cross-sectional

dimension, but the relationship collapses in the time series

dimension, which is due to the problems of simultaneity

and measurement error. In their study, estimates of the

output elasticity of R&D vary depending on model speci-

fication, namely from 0.05 to 0.30. A similar range of R&D

output elasticities were obtained by Griliches (1986) who

computed a marginal product for R&D in US manufac-

turing as high as 0.62. Cuneo and Mairesse (1984) and Hall

and Mairesse (1995) find R&D output elasticities that lie

in a range similar to the results found in Griliches and

Mairesse (1984).

Seo (2002), who used Korean data, performs a detailed

study at the firm level to test empirically whether there was

a structural change in R&D activities at the firm level

before and after the crisis, how the role of R&D activities

has changed in influencing productivity in the context of a

model where production factors adjust over time to exter-

nal shocks, and how and to what extent R&D activities

have contributed to labor productivity.

Oh et al. (2008) analyzed TFP growth in Korean man-

ufacturing industries from 1993 to 2003 using both para-

metric and non-parametric methods The TFP growth rate is

decomposed into different components. By classifying the

results by industrial sector, time period, geographic loca-

tion, size class and technology levels they find systematic

heterogeneity across a number of time invariant firm

characteristics and discuss the underlying causal factors. In

another study that Oh et al. (2009) conducted, a compar-

ative analysis on Korean manufacturing plants by size of

plant and sources of TFP growth are decomposed into

entry, exit, and survival effects of plants, focusing on the

pre- and post- Asian crisis periods. Additional survival

analyses investigate internal and external determinants of

the survival of plants. The results indicate that the exit of

SMEs with higher productivity is becoming problematic in

the post-crisis period. The improvements in LSEs after the

crisis appeared to occur generally in high-technology

industrial sectors; SMEs in low-technology industries are

suffering from a sluggish market selection process.

3.2 Recent econometric approaches to innovation

studies

A growing volume of literature has addressed the analysis

of factors influencing the innovative activities of firms over

the past two decades. For the details of a recent survey, see

Cohen and Levin (1989). Much of this literature focuses

merely on an examination of the determinants of the

innovative activity of R&D performing firms. However,

not all firms are engaged in R&D activity; rather, this

activity is restricted to a small proportion of firms. This

feature is more common in developing countries.

Studies restricted to samples of firms engaged in formal

R&D are, therefore, prone to selection bias. Crepon et al.

(1998) and Lööf and Heshmati (2002) have taken into

account this selection bias in their studies. In both studies

where R&D investment is defined as innovation input and

patent count, and innovation share of sales is taken to be

innovation output, an innovation equation and a produc-

tivity equation are treated as a system. Innovation input is

endogenous in the innovation output equation and inno-

vation output is endogenous in the productivity equation.

Since there is a major issue of simultaneity, which is likely

to interact with selectivity, they take into account both

sources of bias. Crepon et al. (1998) show that conven-

tional OLS regressions provide a negligible estimated

elasticity of productivity with respect to innovation output

because of measurement errors. To deal with error-

in-variable problems, instrumental variables are introduced,



and the innovation output elasticity is found to increase

from about 0 to about 0.30–0.40.

The empirical framework of this study is similar to that

of Crepon et al. (1998) and Lööf and Heshmati (2002)

in the sense that it takes into account selection bias by

utilizing a Probit analysis of innovativeness, a system of

innovation input growth and productivity growth equa-

tions. However, in contrast to both studies, this study uses

innovation input measured by R&D investments as an

indicator of innovation rather than innovation output. Thus,

this study investigates the link between innovation input

measured by R&D investments and the productivity chain,

instead of the innovation input-innovation output-and

productivity chain. By doing so, it is not possible to capture

the impact of innovation output represented by number of

patents on productivity, but in fact, the proportion of

Korean listed firms that are involved in patenting activities

is very small, which implies that patenting activities might

not be an accurate representation and a good measure of

innovation output. A similar approach using Italian man-

ufacturing firm-level data, where only R&D input is con-

sidered, is found in Medda et al. (2005, 2006) while an

approach that links R&D spending, process versus product

innovation and productivity is found in (Parsi et al. 2006).

Another possibility for adopting innovation output in the

study is to use the proportion of innovation sales in the total

sales, which can be obtained from the Community Inno-

vation Survey (CIS) data. Using the CIS data will allow us

to examine the innovation input–output-productivity link.

However, in this case, since the CIS data is cross-sectional,

the pattern or impact of innovation over time cannot be

observed, which may have significant implications in the

case of Korean listed firms. Also, a structural break cannot

be detected using the cross-sectional data. Thus, in this

study, the link between R&D investments and productivity

over the 17 year period between 1986 and 2002 will be

examined, taking into account selection and simultaneity

biases, which will be adopted from Crepon et al. (1998)

and Lööf and Heshmati (2002).5

4 Empirical model

This section contains two parts. First, the propensity

towards R&D investment and firms’ R&D intensity are

specified in the generalized tobit model. Second, the R&D

investment-productivity relationship is specified in a sys-

tem of equations and estimated with 2SLS and 3SLS

estimation methods.

4.1 R&D investment equation

The probability and intensity of R&D investments will be

conducted in the framework of a generalized tobit model

(Heckman 1976, 1979) with two equations: the first equa-

tion accounts for the fact that the firm is engaged in

research activities, and the second one for the magnitude or

intensity of these activities.

Let us assume that there exists a latent dependent vari-

able git
* for the firm i given by the following equation:

g�it ¼ b10 þ
X

j

b1j x
1
jit þ e1it ð1Þ

where b is a vector of unknown parameters, x1j is a vector

of determinants of the incidence of engagement in R&D,

and the subscripts j, i, and t denote determinants, firm and

time periods respectively. We observe that the firm invests

in R&D if g�it is positive; that is, the dependent variable is

binary, namely 0 or 1, which indicates whether or not the

firm has a positive R&D investment.

Now, a latent or true intensity of research k�it for firm i in

period t is determined by the following equation:

k�it ¼ b20 þ
X

j

b2j x
2
jit þ e2it ð2Þ

where x2j is the vector of determinants of R&D investment,

b2j is the corresponding unknown coefficients vector, and e
2
it

is a disturbance that summarizes omitted determinants and

other sources of unobserved heterogeneity. If the firm

engages in R&D investments (that is, if g�it is larger than 0),

k�it is equal to kit, which is the actual R&D investments of

firm i in period t. Note that the explanatory variables in the

two Eqs. (1) and (2), do not have to be the same. However,

without a good a priori reason to do otherwise, let us

assume x1j ¼ x2j (Crepon et al. 1998) in both equations.

Finally, because k�it is only observable when g�it is larger

than the industry threshold, the relation can be estimated

using a generalized tobit model. However, since the two

equations are specified using the same explanatory vari-

ables, a tobit approach produces the same results.

4.2 System of R&D and productivity equations

The question of whether R&D investment drives a firm’s

productivity has been studied for a long time. The theo-

retical framework for this study is an augmented produc-

tion function with standard input variables, namely capital,

labor, and R&D investment. The equation to be estimated

5

In constructing the dataset to be used, the listed firms between 1986
and 2002 were selected. However, the observations in 1986 were 
dropped in estimating the system of equations because transforming 
data into annual growth rate terms required creating lag variables.
Hence, the length of period examined in the empirical analysis for the 
system of equations was 16 years.



is written in per-employee terms, which is represented by

the following equation:

qit ¼ b0 þ
X

m

bmxmit þ bkkit þ eit ð3Þ

where the lower-case letters denote the logarithm of vari-

ables. The left-hand variable, qit, is labor productivity,

defined as the logarithm of value-added output per

employee, and x is an m (m = 2) vector of the factors of

productivity other than R&D investment, including the

logarithm of physical capital per employee and the loga-

rithm of labor. The variable kit is the logarithm of R&D

investments per employee, bm is the elasticity of labor

productivity with respect to a vector of inputs, bk is the

elasticity of labor productivity with respect to change in

R&D investment per employee, and eit is the random error

term.

What has been often ignored in this specification,

however, is the feedback effect from productivity to R&D

investment (bq). This study therefore tries to capture this

feedback effect to see if R&D investments increase with

productivity (bq[ 0) in addition to examining the R&D

effects of productivity ðbkÞ. More specifically, the model is

represented by the following equations:

k�it ¼ b30 þ bqqit þ
X

j

b3j x
3
jit þ e3it ð4Þ

qit ¼ b40 þ bkkit þ
X

m

b4mx
4
mit þ e4it ð5Þ

where q represents labor productivity (defined as log-value

added output per employee) and x4 is an m vector of the

determinants of productivity other than R&D investments,

including the logarithm of physical capital per employee

and the logarithm of labor defined as the number of

employees. The x3 vector of determinants of R&D invest-

ment are the same as x2 mentioned above, and kit refers to

the logarithm of R&D investments per employee.

The main interest of the empirical analysis of this paper

is to see whether the slowdown in R&D growth has, in fact,

been harmful for the economy by reducing labor produc-

tivity growth, and therefore it is more appropriate to

transform the level variables into an annual growth rate

term.

Transforming q, k, and xm
4 in Eqs. (4) and (5) into an

annual growth rate gives us:

_k�it ¼ b30 þ bq _qit þ
X

j

b3j x
3
jit þ e3it ð6Þ

_qit ¼ b40 þ bk _kit þ
X

m

b4m _x
4
mit þ e4it ð7Þ

By estimating all variables in annual growth terms in Eq.

(7), we are assuming that the impact on labor productivity

growth of the factors not included in the equation is

negligible while the impact of the factors included in the

equation is substantial. Also, estimating the equation in

terms of growth rate allows us to control for unobserved

firm-specific but time-invariant effects, which might differ

substantially. These are eliminated following the growth

rate transformation of the variables.

5 Estimation method

As mentioned previously, the number of firms that engage

in R&D or innovation activities across the whole manu-

facturing sector is very small.6 Since all of the firms that

are not engaged in R&D activities have 0 in terms of R&D

expenditures (if k* B 0, k is observed as 0), such a sample

of data is left-censored. Since only a certain fraction of

firms are engaged in formal R&D activities, if an ordinary

least squares (OLS) estimation is applied to estimate the

model, the selection rule of R&D engagement, or more

formally, the propensity for R&D investment is ignored.

Thus the OLS estimates are biased and inconsistent.

In order to correct for possible sample selection bias the

estimation consists of two separate parts. First, to examine

the true intensity of R&D investments, a Heckman (1979)

two-stage procedure (often called the Heckit model) is

applied to estimate the generalized tobit model, which has

been specified in Eqs. (1) and (2). Second, to investigate

the R&D growth effect on productivity growth and the

productivity growth effect on R&D, a system of equations

is simultaneously estimated, which is specified by Eqs. (6)

and (7). The 2SLS and 3SLS estimation methods are

applied to estimate the system of equations.

5.1 R&D investment equation: Heckman’s two-stage

estimation

In Sect. 4.1 we specified the R&D investment equation in

the framework of a generalized tobit model (Eqs. 1 and 2).

Let us recall that Eq. (1) contains some selection (or

decision) criteria. In this R&D decision equation, or

selection equation, the explanatory variables that are

included to capture their impacts on the likelihood of

engagement in R&D are outsourcing, profitability, indebt-

edness, and firm size. To control for the time (technology)

and industry effects, trend and industry dummies are also

included.

Heckman (1976, 1979) has devised a simple two-stage

estimation process that yields consistent estimates. In the

first stage, we estimate the corrective term, the inverse

6 Considering the significance and contributions of listed firms, the

focus of this study is on listed manufacturing firms. A large

proportion of these firms are engaged in R&D activities.



mills ratio kit, by utilizing a probit model (see Eq. 1). In the

second stage of the estimation, the estimated k̂it is added as

an additional explanatory variable in the OLS regression of

Eq. (2), that is:

kit ¼ b20 þ
X

j

b2j x
2
jit þ k̂it þ e2it

5.2 System of R&D and productivity growth:

alternative estimation methods

In Sect. 4.2, the R&D investment growth and productivity

growth equations were specified as a system in Eqs. (6) and

(7). In this model’s specification, we encounter two sources

of potential bias if we conduct an OLS estimation method.

The first source is sample selection bias, which was dis-

cussed in Sect. 3.1. The second source of bias is simulta-

neous equation bias, which arises from the fact that

regressors of each equation might fail to be independent

variables because they are dependent variables in a

simultaneous system.

In Eq. (6), the R&D investment growth equation, labor

productivity growth _qð Þ is a dependent or endogenous

variable since _q is a function of _k, and growth in R&D

investments per employee can be found in Eq. (7). Thus, _q

by Eq. (6) is a function of e3it and therefore labor produc-

tivity growth _q depends on e3it. Similarly, growth in R&D

investments per employee, _k, depends on e4it. Using the

OLS estimation method to estimate these equations sepa-

rately produces biased estimates. One solution to this

problem is to replace productivity growth and R&D

investment growth on the right-hand side of the two

equations with their predicted values.

Taking into account the two possible sources of bias

described above, the system of equations to be estimated

can be specified as follows:

_kit ¼ b30 þ b3q _̂qit þ
X

j

b3j x
3
jit þ e3it ð8Þ

_qit ¼ b40 þ b4k
_̂
k
4

it þ b4kk̂
4
it þ

X

m

b4mx
4
mit þ e4it ð9Þ

where
_̂
k, _̂q and k̂ denote the predicted values of R&D per

from labor productivity growth in relation to R&D

investment growth ðbqÞ and also corrects for possible

selection bias ðbkÞ.
The system of equations in (8) and (9) can be estimated

in several alternative ways described below.

1. OLS can be used in estimating each single equation

separately, but as previously discussed, this method is

not advised because it neglects the interdependence of

the R&D investment growth and labor productivity

growth equations. Hence, simultaneity bias cannot be

corrected when OLS method is employed.

2. Two-stage least squares (2SLS) is an instrumental

variable approach where instruments are used instead

of the dependent variables on the right-hand side of the

equations. An instrumental regression is a regression

of the dependent regressors on a set of instrumental

variables, which can be any independent variables

useful for predicting the dependent regressors. Then

the predicted values computed in this first step are

included in the second stage, which is estimated by

OLS estimation. Here the problem is finding suitable

instruments. The instruments must be: (i) exogenous,

(ii) highly correlated with the dependent variables, but

(iii) not correlated with the residuals in each equation,

and finally, (iv) the measurement error might be large

due to the use of mediocre instruments.

3. A third alternative is two-stage least squares (2SLS)

with lag-dependent variables. This method involves

the use of lag-dependent variables as instruments for

R&D investment ðkit�1Þ and productivity ðqit�1Þ. Here
the disadvantage is the loss of observations due to use

of lag values. One needs also to determine how many

lags to use and to compute short and long-run

elasticities.

4. A fourth alternative is the generalized methods of

moment (GMM). This method, however, is mainly

applied to cases with a single equation with lag

dependent variable on the right hand side rather than a

system of equations. The intensive use of instruments

in a case with a short time period makes this method

less suitable. Thus, the GMM method is more suitable

in simple dynamic models where the lag value is all

that one uses to explain the variation in the dependent

variable.

5.3 Three-stage least squares (3SLS) estimation

method

Another way to estimate Eqs. (7) and (8) is to apply a

three-stage least squares (3SLS) estimation method. The

3SLS estimation method can be applied to account for

employment growth, productivity growth, and an estimated 
inverse Mills ratio (from Eq. 3), reflecting differences in 
the probability of a firm engaging in R&D investments, 
respectively. Note also that the dependent variable k_ in Eq.
(8) is growth in actual or observed R&D investment per
employee, and that xj3 and x4m are j and m vectors of vari-
ables explaining variations in R&D investment per 
employee and labor productivity of firm i in period t. In  
addition to the estimation of R&D growth effects on labor 
productivity growth ðbkÞ, the system accounts for feedback



interdependence and feedback effects. Here, the method

uses predicted R&D investment and productivity values on

the right-hand side. More precisely, 3SLS can be applied

when the equation system is simultaneous by combining

the 2SLS and seemingly unrelated regression (SUR)

methods to take into account both dependent regressors and

cross-equation correlation of the errors.

The 2SLS approach is a single-equation estimator,

which may be used to estimate any identified structural

equation recursively. In order to estimate each identified

equation of a complete structural model, a system estimator

estimates all identified parameters of a model jointly. Thus,

the 3SLS is the system version of 2SLS, which allows for

the possibility of a contemporaneous correlation between

the disturbances in different structural equations. The

identified structural equations are first estimated by 2SLS,

and the resultant residuals are used to estimate the distur-

bance covariance matrix, which is then used to estimate all

identified structural parameters jointly. If the estimation

process is iterated rather than stopped at the third stage, the

estimates will converge to the full information maximum

likelihood (FIML) estimates of the structural model. Sys-

tem methods of estimation are, in principle, more efficient

than single-equation methods, provided the system speci-

fication is correct.

In the 3SLS approach, there are two endogenous vari-

ables. These are growth rate of per capita R&D and of

labor productivity. The expected value of the endogenous

variable is obtained from the first stage of a 2SLS method

conducted using a linear model. To correct for the selection

problem that not all firms do R&D, the Inverse Mills Ratio

from the Probit is included as an explanatory variable in the

estimation. There are two main concerns in the use of such

estimation procedure.

The first is that the use of a predicted variable from a

different estimation may not allow for a proper inference

procedure since we cannot know how the coefficient is

distributed and how to calculate its standard errors; but the

3SLS is more efficient than the 2SLS. This is true when: (i)

the explanatory and excluded variables are exogenous, and

(ii) there are no predicted regressors in the model. There

might be doubt that the explanatory variables are truly

exogenous, unless we believe that these variables are not

all simultaneously determined with productivity and R&D

activity. One standard method is to use lag of these vari-

ables. The standard errors also could be bootstrapped,

which is a typical approach when estimated variables are

used.

The second is that the data are organized as a panel, but

the estimation method used does not fully take advantage

of this aspect. Therefore it is important to mention, for

instance, how one takes into account possible temporal

correlations in the data. In this regard, it is particularly

interesting to look at the results of an instrumental variable

panel approach that takes into account the above com-

ments. This would mean adding to the 3SLS analysis two

separate 2SLS, one for each dependent variable, using a

fixed effect method that should correct for possible

simultaneity problems resulting from, e.g., good manage-

rial skills. In addition, this would also allow us to conduct

tests for over-identifying restrictions on the instruments

used.

In the current case, we model the relationship between

R&D investment growth and productivity growth as a

system. In order to take into account both dependent

regressors and cross-equation correlation of the errors, the

3SLS result is applied and will be reported in Sect. 7.

Inclusion of an estimated inverted mills ratio and the pre-

dicted values of growth in R&D and productivity may

affect the standard errors. The 3SLS method is more effi-

cient than any of the other alternative estimation methods

discussed above. Thus, the magnitude of the biased stan-

dard errors may be very small. Despite this advantage, in

cases like this one should use ideally robust standard errors.

6 The data

6.1 The unbalanced sample

The information on the firms’ current accounts and balance

sheets used to construct the data in this study comes pri-

marily from a firm-level database KIS compiled by the

Korea Information Service. The KIS database contains

listed companies’ financial information collected from

companies’ annual reports from 1980 to 2002. Out of all

listed companies contained in the raw data, the sample of

listed firms is extracted over 17 years from 1986 to 2002.

A second source of data used providing information on

the 30 largest business groups and their affiliated firms is

from the Korea Fair Trade Commission (henceforth

KFTC). Each year, KFTC reports the 30 largest business

groups and firms that are affiliated with such groups. Note

that these firms vary year by year. Especially after the crisis

there was a significant change in this affiliation. Also, the

definition of Chaebol firms no longer exists after 2001.

Hence, following the definition of the large business group

by KFTC, a Chaebol dummy with a value of 1 is given to

those firms whose total assets exceed 2 trillion won in 2001

and 2002, and 0 otherwise. Thus, the Chaebol dummy

indicates a firm’s ranking as one of the 30 largest business

groups.

Combining the information extracted from KIS to KFTC

reports, we constructed a firm level unbalanced panel

dataset of listed companies from 1986 to 2002, which

includes both firms that entered (went public) and exited



(were delisted) during the study period. A total of 175

companies were delisted during the study period and a

significant proportion of these were due to the Asian

financial crisis.

All monetary variables are expressed in fixed 2,000

prices by dividing each by the producer price index with

2000 as the base year. In the data management steps,

extreme values were excluded as well as observations that

report sales as missing. After all these steps, we are left

with 11,596 firm-year observations representing the

unbalanced sample of listed firms from 1986 to 2002.

Summary statistics of the data and correlation matrix of the

variables used are shown in Tables 2 and 3.

6.2 Variable descriptions

6.2.1 Dependent variables

6.2.1.1 Labor productivity In estimating a production

function, the two most commonly used measures of pro-

ductivity are Total Factor Productivity (TFP) and Labor

Productivity.7 When using TFP for estimations, various

difficulties occur. These include how to measure produc-

tivity and how accurately we can measure the contribution

of capital and labor to output growth. This study uses labor

productivity. Since the number of hours worked is not

readily available to be used in this empirical study, real

value-added divided by the number of full time equivalent

employees was used as a measure of labor productiv-

ity instead. Much of the existing literature, including

Seo (2002), uses this variable as a measure of labor

productivity.

6.2.1.2 R&D investments The R&D investments variable

contains six components, five from the income statement

and one from the statement of cost of manufactured goods,

all of which are extracted from the KIS database. These

include research costs, normal R&D costs, development

expenses, amortization of R&D costs, and investment of

R&D obtained from the income statement, and research

and ordinary development expenses taken from the state-

ment of the cost of manufactured goods. R&D investment

is defined as the log of the sum of these six investment

components.

6.2.2 Explanatory variables

The explanatory variables in the R&D decision Eq. (1) and

R&D Investment Amount Eqs. (2 and 4) need not be the

same. Crepon et al. (1998) used the same set of variables

x1j ¼ x2j

� �
in both equations since there is no a priori

reason to do otherwise, and this study also includes the

same set of explanatory variables in both equations.

A firm’s decision to invest in R&D activity can be

influenced by various factors. The question of what deter-

mines a firm’s R&D expenditure decision can be examined

Table 2 Summary statistics of the Korean data, 1980–2001, 11,596 observations

Label Mean SD Minimum Maximum

Value added 303,391,605 1,656,927,647 -1,666,242,661 40,751,552,376

Physical capital 164,068,119 1,068,705,075 0 42,993,113,538

Labor 1,650 4,354 0 60,898

R&D investment 6,010,574 89,011,070 0 6,165,120,332

Outsourcing 23,974,514 114,053,124 0 2,699,956,436

Profitability 81,559,333 407,226,809 -621,917,145 14,072,299,793

Indebtedness 0.279 0.284 0 8.32

Investment 93,373,524 477,795,486 6083 24,074,246,008

Manufacturing cost/sales ratio 0.712 0.378 -2.017 1.000

Dividend 3463263.024 18,666,785.230 0 89,16,97,586

Chaebol dummy 0.200 0.402 0.000 1.000

Crisis 0.115 0.319 0.000 1.000

Size1 0.040 0.197 0.000 1.000

Size2 0.109 0.312 0.000 1.000

Size3 0.308 0.462 0.000 1.000

Size4 0.215 0.411 0.000 1.000

Size5 0.328 0.469 0.000 1.000

Intangible asset/total assets 0.011 0.044 -0.824 0.954

7 TFP is the weighted average ratio of total value added for all factors

of production (labor and capital).



from two different perspectives: the first concerns eco-

nomic factors, and the other technological opportunity.

Both economic and technological factors can influence a

firm’s R&D investment decision.

For the economic factors, the following explanatory

variables are taken into account: (i) those included in the

literature to check the consistency of our data against

others, including firm size and industry dummies, and (ii)

those characterizing the Korean firms’ specific patterns.

For example, a high-debt ratio is a well-known character-

istic of Korean firms, especially during the industrial

development period. With this technique, we can examine

whether and to what extent these Korea-specific charac-

teristics have contributed to the R&D patterns of firms in

addition to the conventional firm-specific factors found in

the literature such as firm size. The expected effects are

given in parenthesis.

6.2.2.1 Firm size (?) In the literature, firm size has been

included as a determinant of innovative activity. It is argued

that larger firms are more capable of mobilizing resources

and exploiting economies of scale to capture the maximum

amount of benefits from innovative activities. However, the

empirical results from various studies of the relationship

between firm size and R&D investment are not consistent

(Cohen and Levin 1989). Some studies found firm size to

have a significant positive influence on R&D intensity (Lall

1983), while others concluded that an increase in size led to

an increase in the R&D expenditure, but by less than would

be proportionate (Katrak 1989, 1990).

Seo (2002) provides a summary of the R&D activities of

Korean manufacturing firms for the year 2000. Seo finds a

positive relationship between size of employment and their

engagement in R&D activities. Since the sample of this

study is restricted to listed firms, a large proportion of the

firms are engaged in R&D activities. Hence, this study also

includes firm size dummies to investigate whether and to

what extent there exists a positive relationship between

firm size and R&D investment in the case of Korean listed

firms during the period between 1986 and 2002. In this

study, firms are categorized as very small (less than 100),

small (100–199), medium (200–499), large (500–999), and

very large (1,000 or more employees).

6.2.2.2 Outsourcing (±) Outsourcing is defined as the

log of manufacturing costs spent outside of firms. It is

possible that outsourcing includes not only production, but

also R&D activities. More technology-oriented and glob-

alized corporate organizations and advanced IT experts

have allowed firms to pursue outsourcing strategically. See

Heshmati (2003, 2009), for the effect of outsourcing on

innovation input as well as output. Following Heshmati’s

approach, we also include outsourcing in the estimation.

6.2.2.3 Intangible capital share (±) The ratio of the

intangible capital to the total sum of tangible and intangible

capital is included in the specification of the R&D invest-

ment equation. It will help to establish whether intangible

capital intensity is positively related to the propensity to

invest in R&D and the extent of R&D investments. The

ratio of intangible assets to the sum of tangible and

intangible assets is used as a measure of the Intangible

Capital Share variable.

6.2.2.4 Investment (-), dividend (-), profitability

(?) Investment is defined as the log of total investment

assets, Dividend is the log of dividends, and Profitability is

the log of gross profit. Some literature recognized that

since R&D is a high-risk investment, external financing is

expensive, and therefore internal cash flow is preferred to

external borrowing (Hall 2002). Lee (1995) and Kong and

Kim (2000) also found that an increase in internal cash

flows is likely to stimulate investment in R&D. It is likely

that the more profitable a firm is, the larger the internal

cash flows within the firm. By contrast, Investment and

Dividend are proxies of external financing and they are

likely to have a negative effect on the propensity for R&D

investments.

Table 3 Correlation matrix, n = 11,596 observations, p-value in parenthesis

Pearson correlation coefficients, N = 11,596

Prob[ |r| under H0: Rho = 0

Trend Value added Capital Labor R&D investments Out-sourcing

Trend 1.0000

Value added 0.0968 (0.0001) 1.0000

Capital 0.0736 (0.0001) 0.3350 (0.0001) 1.0000

Labor -0.0290 (0.0018) 0.3472 (0.0001) 0.5753 (0.0001) 1.0000

R&D investments 0.0567 (0.0001) 0.2612 (0.0001) 0.3152 (0.0001) 0.4140 (0.0001) 1.0000

Outsourcing 0.0945 (0.0001) 0.3227 (0.0001) 0.0665 (0.0001) 0.2338 (0.0001) 0.1378 (0.0001) 1.0000



2002. The probability also increases with the debt ratio but

only at the \10% significance level. The coefficient of

Crisis was negative as expected but was not statistically

significant. The probability of engagement in R&D

decreases over time at the \1% level of significance.

Chaebol affiliation does not seem to influence the proba-

bility of engaging in R&D activities.

Regarding firm size, it is found that overall, the likeli-

hood of engaging in R&D increases with size. This result is

consistent with the ‘Stylized Fact 1’ presented in Cohen

and Klepper (1996, p. 928), which states that the likelihood

of a firm reporting positive R&D effort increases with firm

size. The probability of engaging in R&D investment also

differs across the industry, showing consistency with the

hypothesis that the R&D investment probability would

differ depending on the different technological opportuni-

ties of firms and industries.

7.2 The R&D investment intensity

We now turn to the R&D investment equation (second

stage OLS estimation). For sensitivity analysis we first

estimated the R&D equation with a simple OLS, ignoring

Table 4 R&D investment equation, (1st step: random effects probit

estimation)

Parameter Definition Estimate Std error

Intercept Intercept -1.9233*** 0.4171

Loutsour Log(outsourcing) 0.0456*** 0.0049

Lprofit Log(profit) 0.0025 0.0070

DEratio Debt ratio 0.0277 0.0694

Ldividend Log(dividend) 0.0251*** 0.0038

Linvest Log(investment) 0.1618*** 0.0275

Manufac Manufacturing cost/sales 0.2431*** 0.0749

Crisis Crisis dummy -0.1089* 0.0644

Chaebol Chaebol dummy -0.1217 0.1025

Trend Trend -0.3431*** 0.0054

S2 Small size 0.2689*** 0.0750

S3 Medium size 0.3209*** 0.0944

S4 Large size 0.6401*** 0.1202

S5 Very large size 1.0836*** 0.1637

No. of observations: 11,596

Out of 11,596 observations, 9,259 observations were associated with

positive R&D investment. The rest of the observations, that is 2,336

observations, were the case in which R&D investments were reported

as 0 or not reported at all

*** and * indicate statistical significance at \1 and 5% level,

respectively. (same for the other tables.)

In the analysis, industry effects were also controlled by including

industry dummies

6.2.2.5 Debt ratio (±) The variable representing 
indebtedness, Debt Ratio, is measured by the sum of short-
term and long-term debt divided by total assets. A high 
debt ratio is a known characteristic of Korean firms. In 
particular, large-sized and profitable firms or Chaebols 
were able to access favorable lending schemes quite easily, 
especially from banks at low cost, encouraging them to 
keep borrowing from banks. It is well known that Chaebol 
firms are more highly leveraged than non-Chaebol firms 
(see Kim et al. 2006).

6.2.2.6 Chaebol dummies (±) Following KFTC’s defi-
nition of a large business group, a Chaebol dummy with 
value 1 is given to those firms which belong to the 30 
largest business groups in Korea, and a value of 0 is given 
to all other firms. For the years 2001 and 2002 where the 
business grouping seized a Chaebol dummy of 1 is given to 
those firms whose total assets exceed 2 trillion won and 0 
otherwise.

6.2.2.7 Industry dummies (±) Rosenberg (1974) and 
Scherer (1965) emphasize the importance of technological 
opportunity, i.e., the varying degree of ease of innovation 
across technological fields, in determining the R&D 
expenditure of firms. To control for the variation in tech-
nological opportunity, we introduce 22 industry dummy 
variables in the model. A two-digit Korea Standard 
Industry Classification was used (see Appendix).

6.2.2.8 Financial crisis (-) The Crisis dummy 1 indi-
cates the years 1997 and 1998. By including crisis dum-

mies, we capture a temporary negative shock to R&D 
investments. As shown in Table 1 and Figs. 1, 2 and 3, a  
negative sign is expected.

6.2.2.9 Time trend (±) In order to capture the unob-
served changes over time which are common to all sample 
firms, a time trend is included in the model specification.

7 Analysis of the results

7.1 Determinants of the R&D investment decision

Table 4 shows the result from the Heckman two-step 
estimation of the R&D investment model which is a 
combination of probit and OLS models. The first stage is 
estimated using a random effects probit model.

According to the result from the first stage probit 
equation for the Korean listed firms the probability of 
engaging in R&D increases with outsourcing, profitability, 
dividend, investment assets and manufacturing cost to sales 
ratio at the \1% level of significance between 1986 and



the endogeneity problem.8 A selection variable, which is

labeled the inverse mills ratio (Mratio), was included to

correct for the sample selection bias. Note that the coeffi-

cient—9.1038 was statistically significant at the\1% sig-

nificance level suggesting the necessity to correct for

overestimation of effects as a result of sample selection

problem.

The dependent variable is the log of R&D investments.

The estimates of continuous variables represent the elas-

ticities of R&D investments. In the R&D investments

equation, positive and significant elasticities are found with

respect to profitability and investment assets at the 1%

significance level, intangible asset intensity at the 5%

significance level and dividend at the 10% significance

level. Chaebol firms are found to invest more in R&D

activities than non-Chaebol firms once they are engaged in

R&D activities. That is, although Chaebol affiliation does

not influence a firm’s decision to conduct R&D activities,

amongst firms conducting R&D, Chaebol firms seem to

invest more in R&D than non-Chaebol firms.

A positive and at the\1% level of statistically signifi-

cant time Trend coefficient implies that firms were

increasing R&D investments over time between 1986 and

2002. The coefficient of the Crisis dummy was negative as

expected, indicating that firms reduced the amount of R&D

expenditures during the crisis period, but was not statisti-

cally significantly different from zero. The insignificant

effects might be due to the fact that the reduction in R&D

investment after the crisis is already captured by the time

trend variable. The two effects are confounded and not

easily separated. It is also found that the extent of R&D

investment differs by industry classification as the indus-

tries differ by their technological opportunity. Excluding

industry dummies from the estimation model reduces the

explanatory power by approximately 4%.

In accounting for endogeneity and selection problems,

two different estimation methods of panel data instru-

mental approach and three stages least squares method, are

employed to estimate the second stage—the system of

equations. In both cases robust bootstrap standard errors

are reported. The instrumental variable approach results are

reported in Table 5.

The selection variable, the coefficient of Mratio in

the R&D growth equation, is statistically significant

Table 5 Panel data instrumental approach (2nd step: GR&D and GY equations)

Variable Definition gR&D parameter

estimate

gR&D bootstrapped

std error

gY Parameter

estimate

gY bootstrapped

std error

Intercept Intercept 378.9798 244.6997 -4.9157* 3.0380

gY Growth in output 5.7879** 2.7943 – –

gR&D Growth in R&D investment – – 0.1292** 0.0659

gK Growth in capital – – 11.5792 9.6323

gL Growth in labor – – 2.4920 3.1956

Mratio Inverse mills Ratio -247.6348** 121.3816 – –

Loutsour Log(outsourcing) -2.8497 2.0244 – –

Lprofit Log(profit) -3.1389** 1.5672 – –

Ldividend Log(dividend) -1.5446 2.4718 – –

DEratio Debt ratio -13.7085 12.2825 – –

Linvest Log(investment) -14.1458 16.7845 – –

Manufac Manufacturing cost/sales -9.9784 30.2957 – –

Chaebol Chaebol dummy 53.6270*** 16.0710 -3.6926 2.9023

Crisis Crisis dummy 0.1061 6.6145 -0.8354 1.0217

Trend Trend 2.1987 2.8091 0.1277 0.2094

s2 Small size -21.9894* 13.4712 -0.0378 0.8966

s3 Medium size -0.5101 46.0904 -2.6550 3.2064

s4 Large size -61.6666** 26.6569 3.3116 3.0504

s5 Very large size -49.9176 38.6608 1.6911 4.2708

R2 Adjusted R2 0.7402 0.8236

In the analysis, industry effects were also controlled by including industry dummies. The prefix g indicates growth rate

***, ** and * indicate statistical significance at 1%, 5% and 10% levels, respectively

8 Due to limited space these results are not reported here but can be

obtained from the authors upon request.



(-247.6348) at the less than 5% level. The result suggest

that in estimation of R&D investment it is necessary to

account for differences in probably of being an R&D

investor among the firms by correcting for the selection

bias. R&D growth is found to positively affect (0.1292)

growth in labor productivity. None of the remaining vari-

ables including growth in Capital, growth in Labor,

Chaebol, Crisis, time Trend or Size dummies are statisti-

cally different than zero.

In accordance with our expectation, we find a positive

and at the less than 5% level significant feedback effect

from growth in labor productivity (5.7879) on R&D

investment. In addition, we unexpectedly find that retained

profit reduces the level of R&D investment. The coefficient

of Chaebol dummy is highly significant and positive,

confirming the higher propensity of the conglomerates to

be involved in R&D investment. The significant and neg-

ative coefficients of small and large sizes suggest a nega-

tive association between R&D and size of firms. The

remaining determinants were found to be insignificant.

The results described above show that the results may

differ according to the way the dependent variables are

specified; namely, in level or growth rates. In the level

specification most of determinants of R&D are statistically

significant and with expected signs. These turned out to be

insignificant when we study growth rate in R&D. A vari-

able identified as a determinant of R&D level does not

necessarily serve the same function when considering the

growth in R&D. Thus, to be consistent with the main-

stream, theoretically and methodologically proper specifi-

cation and estimation of models may generate redundant

parameters and cause difficulties in their interpretation.

7.3 System of R&D investment and productivity

growth equations

The significant, negative sign of the Crisis dummy at the

\1% significant level implies the decrease in R&D growth

in 1997–1998. No systematic pattern was found with

respect to firm size.

Let us now turn to the estimation result for the labor

productivity growth equation. As expected, R&D is found

to be a positive and significant contributor to labor pro-

ductivity growth at the\1% significance level. Growth in

physical capital per employee is found to have positively

contributed (at the 5% significance level) to productivity

growth as expected. Firm size and labor productivity

growth do not show any systematic relationship. Regarding

the Crisis dummy, there was a significant slowdown in

labor productivity growth during the crisis period of

1997–1998. The dummy variable is defined so as to capture

only the transitory effect rather than the long term negative

shift effect of the crisis.

Table 6 reports the three stage least squares estimation

result of a system that includes two equations: the growth

in R&D investment per employee and the labor produc-

tivity growth.

In a comparison of the instrumental and 3SLS approa-

ches based on the R&D and labor productivity growth rate

specifications we find that the two methods produce similar

results, in which there is a positive effect of growth in

R&D investment on growth in labor productivity (0.1281)

and also a positive feedback effect from growth in labor

productivity on growth in R&D (5.7680). Only two other

indicators are affecting the growth in R&D investment:

dividend and the Chaebol dummy. The strongest effect is

attributed to firms belonging to Chaebol conglomerates.

Despite the few significant parameters, the interdependent

variables and Chaebol explain 74% of variation in R&D

growth and 80% of variation in labor productivity growth.

Similar to the instrumental 2SLS approach, the 3SLS

results differ greatly depending on the way the dependent

variables are specified (level or growth rates). In the level

specification most of determinants of R&D investment and

labor productivity are statistically significant and with

expected signs. Most of these turned out to be insignificant

when we study growth rate in R&D. Again there is a

tradeoff between methodologically a better specification

and estimation of the models and interpretation difficulties.

Estimation based on level of the R&D intensity variable is

preferred to its growth rate specification.

As we explained in the literature review and data sec-

tions, we expected a positive association between the size

of firms and their R&D engagement. Chaebol firms with

high total asset values are among the large firms. Our

expectation was that the financial crisis had a negative

temporary shock on R&D investment. Our results showed

that the crisis had a negative effect on the propensity to

invest but an insignificant effect on the level or growth rate

For sensitivity analysis, the system of two equations, the 
level of R&D investment and growth in labor productivity 
are again estimated as a system using 3SLS. The estimation 
result (not reported here) shows the positive and significant 
feedback effects from productivity growth to R&D 
investment growth. The Inverse Mills Ratio was not sig-
nificant in the R&D investment growth equation.

As expected, labor productivity growth was found to be 
an important contributor to R&D investment growth per
employee at the \1% significance level. Outsourcing was 
found to be positively correlated with R&D investment 
growth at the 5% significance level and Profitability, 
measured by the logarithm of profits, was positively cor-
related with R&D investment at \1% significance level. 
Firms with a higher debt ratio showed higher growth rates 
in R&D investment. Regarding the Trend variable, R&D 
Investment growth did not change significantly over time.



of R&D investment. The positive Chaebol effect on growth

in R&D investment might be underestimated due to the

size effect. Given that a firm survives a crisis, in the short

term a negative shock has small impact on a firm’s R&D

investment behavior and it strengthens its survival both

during and after the crisis period.

8 Guidelines for future research

Some of the guidelines for further research can be sum-

marized as follows: first, due to lack of data, some

important variables are excluded from this study such as

patents, which is a common indicator of R&D output (or

innovation output). In the literature, some researchers

suggest that innovation output, not innovation input, causes

productivity to increase. Crepon et al. (1998) and Lööf and

Heshmati (2002) estimated a system of four equations

R&D investment propensity, innovation input, innovation

output, and productivity growth to examine this possibility.

In contrast to Crepon et al. (1998) and Lööf and

Heshmati (2002, 2006), where innovation input, innovation

output, and productivity link were estimated, this study

estimates the innovation input and productivity link

instead. The major reason for excluding the patents vari-

able is the crudeness of the data. There are many missing

values and it is necessary to combine different dataset

sources, which requires careful data management and also

running the risk of measurement error and therefore

incorrect results. The use of the number of patents as a

measure of innovation output is very crude as it does not

account for the impact of the patents. Any future innova-

tion study linking innovation input–output-productivity

growth with high quality data will be informative.

The implications of the use of samples in the analysis

and making inferences is also worth noting. One should

interpret the estimation result carefully since the sample of

this analysis consists of listed companies. Listed firms may

be more ‘‘R&D-inclined’’ than non-listed firms, although

this is a testable issue. That is, there are more than 79.8%

of R&D-engaged firms in our sample, which greatly

exceeds the proportion of R&D-engaged firms in the

population of companies. These firms account for the bulk

of R&D in Korea.

Also, being listed may be a significant determinant in

investing in R&D. That is, the sample of listed companies

Table 6 Three stage least-square approach (2nd step: gR&D and gY equations)

Variable Definition gR&D parameter

estimate

gR&D bootstrapped

standard error

gY parameter

estimate

gY bootstrapped

standard error

Intercept Intercept 32.6881 86.8871 -3.5829 4.8748

gY Growth in output 5.7860*** 0.0397 – –

gR&D Growth in R&D

investment

– – 0.1281*** 0.0521

gK Growth in capital – – 11.8729 13.8216

gL Growth in labor – – 2.5298 3.0845

Mratio Inverse mills ratio 6.9368 54.3484 – –

Loutsour Log(outsourcing) 0.2823 0.3408 – –

Lprofit Log(profit) 0.9324 0.7429 – –

Ldividend Log(dividend) 0.4889* 0.2794 – –

DEratio Debt ratio -5.6292 8.7509 – –

Linvest Log(investment) -3.9856 5.6551 – –

Manufac Manufacturing

cost/sales

3.8396 8.5421 – –

Chaebol Chaebol dummy 43.2750** 19.3962 -4.8164 3.7211

Crisis Crisis dummy -7.7903 20.4509 0.0725 3.2603

Trend Trend 0.6379 1.7204 0.1111 0.2934

s2 Small size 1.8321 22.5822 -0.5792 2.9931

s3 Medium size 21.3992 22.3160 -2.5650 2.9045

s4 Large size 13.0167 23.2409 -1.2889 2.9560

s5 Very large size -5.9452 26.4976 1.5172 3.7003

R2 Adjusted R2 0.7404 0.7991

In the analysis, industry effects were also controlled by including industry dummies. The prefix g indicates growth rate

***, ** and * indicate statistical significance at 1%, 5% and 10% levels, respectively



does not represent all companies. Hence, it is important to

keep in mind the special characteristics of the sample.

Therefore, conducting empirical analyses using samples

with different characteristics, i.e., non-listed companies

and comparing the results with listed companies by using

matching techniques is desirable. The objective here is not

to compare the effectiveness of R&D investment by listed

versus non-listed firms but rather to measure the effect of

R&D on the productivity of a firm in general.

9 Summary and conclusions

In this study, a production function framework has been

adopted to analyze the relationships between R&D

investment and labor productivity growth using Korea’s

firm-level panel data, which contains listed firms for the

period between 1986 and 2002. The data is unbalanced due

to the entry and exit of firms being listed or delisted. An

interdependent chain of equations, including the propensity

to invest, R&D investment, and productivity growth, has

been estimated in a multi-step procedure accounting for the

selection and simultaneity biases inherent in the estimation

of such models.

The modeling consisted of two parts. The propensity

towards R&D investment and the firms’ R&D intensity

were specified in the generalized tobit model. The (growth

in) R&D investment and productivity growth relationship

was specified in a system of equations. In order to estimate

two parts of the model, the estimation contained two steps.

First, to examine the true intensity of R&D investments, a

Heckman two-step procedure was applied to estimate the

generalized tobit model while a sample selection bias was

successfully corrected. Second, to investigate the R&D

growth effect of productivity growth and the productivity

growth effect of R&D growth, a system of equations was

estimated simultaneously by applying a panel data instru-

mental approach and the 3SLS estimation method.

Important findings of the study are as follows. First,

based on the instrumental approach and 3SLS estimation

results, it was found that growth in R&D investment per

employee significantly and positively influences labor

productivity growth. According to the estimation result, the

impact of growth in R&D per employee on labor produc-

tivity growth was much greater than the impact of growth

in capital per employee, indicating the importance of R&D

investment’s contribution to labor productivity growth in

the sample of Korean listed firms.

Second, it was found that the feedback effect of labor

productivity growth to per employee R&D growth was

large and significant over the entire sample period. This

indicates that modeling the relationship between R&D

growth and labor productivity growth as a one way cau-

sation produces misleading results. The significant feed-

back effect from labor productivity growth to R&D

investment growth found by estimating a system of equa-

tions suggests that growth in labor productivity can also

cause growth in R&D investment, which is a contributing

factor to the labor productivity growth of firms.

Interestingly, Chaebol firms were associated with lower

R&D growth as well as lower labor productivity growth in

comparison to non-Chaebol firms. During the crisis period

(1997–1998), there was a significant decrease in R&D

investment growth. Since the growth of R&D investments

has been an important determinant of labor productivity

growth for Korean listed firms, it can be argued that a

significant and rapid decrease in R&D investment or a

slowdown in R&D growth caused by the Asian financial

crisis would have harmed productivity growth and the

economy. Considering the feedback effect from produc-

tivity growth to R&D growth, the effect of such a reduction

should have been even more harmful to the economy since

a decrease in productivity growth caused by R&D growth

would have negatively influenced R&D growth, and in

turn, would have led to a further decrease in productivity

growth.
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Appendix

See Table 7.

Table 7 Industry classification

Industry code Industry dummy Industry

05,000 1 Fishing

10,000 1 Mining of coal, crude petroleum and natural resources

11,000 1 Mining of metal ores

15,000 2 Manufacture of food products and beverage

16,000 3 Manufacture of tobacco products

17,000 4 Manufacture of textiles, except sewn wearing
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